
MA 3046 - Matrix Analysis Problem Set 8

1. Consider the system of equations:

9x1 + 2x2 − x3 = −2
−x1 + 6x2 − x3 = 2
2x1 − x2 + 8x3 = 3

Solve this system to four-digit accuracy using the Jacobi algorithm.

solution:

Start by moving all the off-diagonal terms to the right-hand side, then divide
by the diagonal coefficients, to yield:

x1 = − 2
9x2 + 1

9x3 − 2
9

x2 = 1
6x1 + 1

6x3 + 1
3

x3 = −14x1 + 1
8x2 + 3

8

So the Jacobi algorithm for this problem becomes:

x
(k+1)
1 = − 2

9x
(k)
2 + 1

9x
(k)
3 − 2

9

x
(k+1)
2 = 1

6x
(k)
1 + 1

6x
(k)
3 + 1

3

x
(k+1)
3 = −14x(k)1 + 1

8x
(k)
2 + 3

8

Starting out with:

x(0) =

 00
0

 =⇒ x
(0)
1 = 0 , x

(0)
2 = 0 , x

(0)
3 = 0

and so
x
(1)
1 = − 2

9x
(0)
2 + 1

9x
(0)
3 − 2

9

x
(1)
2 = 1

6x
(0)
1 + 1

6x
(0)
3 + 1

3

x
(1)
3 = −14x(0)1 + 1

8x
(0)
2 + 3

8

or
x
(1)
1 = − 2

9 (0) + 1
9 (0) − 2

9 = −29
x
(1)
2 = 1

6 (0) + 1
6 (0) + 1

3 = 1
3

x
(1)
3 = −14 (0) + 1

8 (0) + 3
8 = 3

8

8 - 1 - 1
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solution:

or, in terms of four-digit numbers

x(1) =

−0.22220.3333

0.3750


Continuing:

x
(2)
1 = − 2

9 (0.3333) + 1
9 (0.3750) − 2

9 = −0.2546
x
(2)
2 = 1

6 (−0.2222) + 1
6 (0.3750) + 1

3 = 0.3588

x
(2)
3 = −14 (−0.2222) + 1

8 (0.3333) + 3
8 = 0.4722

and

x
(3)
1 = − 2

9 (0.3588) + 1
9 (0.4722) − 2

9 = −0.2495
x
(3)
2 = 1

6 (−0.2546) + 1
6 (0.4722) + 1

3 = 0.3696

x
(3)
3 = −14 (−0.2546) + 1

8 (0.3588) + 3
8 = 0.4835

Repeated application yields:

k x
(k)
1 x

(k)
2 x

(k)
3

0 0 0 0
1 −0.2222 0.3333 0.3750
2 −0.2546 0.3588 0.4722
3 −0.2495 0.3696 0.4835
4 −0.2506 0.3723 0.4836
5 −0.2512 0.3722 0.4842
6 −0.2511 0.3722 0.4843
7 −0.2511 0.3722 0.4843

So the method converges (to four significant digits) in six iterations.

8 - 1 - 2
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2. Resolve problem 1, again to four-digit accuracy, using the Gauss-Seidel algorithm.

solution:

Start by moving all the above-diagonal terms to the right-hand side, then divide
by the diagonal coefficients, to yield:

x1 = − 2
9x2 + 1

9x3 − 2
9

−16x1 + x2 = + 1
6x3 + 1

3
1
4x1 − 1

8x2 + x3 = + 3
8

So the Gauss-Seidel algorithm for this problem becomes:

x
(k+1)
1 = − 2

9x
(k)
2 + 1

9x
(k)
3 − 2

9

−16x(k+1)1 + x
(k+1)
2 = + 1

6x
(k)
3 + 1

3

1
4x

(k+1)
1 − 1

8x
(k+1)
2 + x

(k+1)
3 = + 3

8

or
x
(k+1)
1 = − 2

9x
(k)
2 + 1

9x
(k)
3 − 2

9

x
(k+1)
2 = 1

6x
(k+1)
1 + 1

6x
(k)
3 + 1

3

x
(k+1)
3 = −14x(k+1)1 + 1

8x
(k+1)
2 + 3

8

Starting out with:

x(0) =

 00
0

 =⇒ x
(0)
1 = 0 , x

(0)
2 = 0 , x

(0)
3 = 0

and so
x
(1)
1 = − 2

9x
(0)
2 + 1

9x
(0)
3 − 2

9

x
(1)
2 = 1

6x
(1)
1 + 1

6x
(0)
3 + 1

3

x
(1)
3 = −14x(1)1 + 1

8x
(1)
2 + 3

8

or, using four-digit numbers,

x
(1)
1 = − 2

9 (0) + 1
9 (0) − 2

9 = −0.2222
x
(1)
2 = 1

6 (−0.2222) + 1
6 (0) + 1

3 = 0.2963

x
(1)
3 = −14 (−0.2222) + 1

8 (0.2963) + 3
8 = 0.4676

8 - 2 - 1
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solution:

or, in terms of four-digit numbers

x(1) =

−0.22220.2963
0.4676


Continuing:

x
(2)
1 = − 2

9 (0.2963) + 1
9 (0.4676) − 2

9 = −0.2361
x
(2)
2 = 1

6 (−0.2361) + 1
6 (0.4676) + 1

3 = 0.3719

x
(2)
3 = −14 (−0.2361) + 1

8 (0.3719) + 3
8 = 0.4805

and

x
(3)
1 = − 2

9 (0.3719) + 1
9 (0.4805) − 2

9 = −0.2515
x
(3)
2 = 1

6 (−0.2515) + 1
6 (0.4805) + 1

3 = 0.3715

x
(3)
3 = −14 (−0.2515) + 1

8 (0.3715) + 3
8 = 0.4843

Repeated application yields:

k x
(k)
1 x

(k)
2 x

(k)
3

0 0 0 0
1 −0.2222 0.2963 0.4676
2 −0.2361 0.3719 0.4805
3 −0.2515 0.3715 0.4843
4 −0.2510 0.3722 0.4843
5 −0.2511 0.3722 0.4843
6 −0.2511 0.3722 0.4843

So the method converges (to four significant digits) in five iterations.

8 - 2 - 2
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3. Consider the system of equations:

10x1 − 2x2 + x3 = 1
2x1 − 8x2 + x3 = 1
x1 − x2 + 8x3 = −3

Solve this system to four-digit accuracy using the Jacobi algorithm.

solution:

Start by moving all the off-diagonal terms to the right-hand side, then divide
by the diagonal coefficients, to yield:

x1 = 2
10x2 − 1

10x3 + 1
10

x2 = 2
8x1 + 1

8x3 − 1
8

x3 = −18x1 + 1
8x2 − 3

8

So the Jacobi algorithm for this problem becomes:

x
(k+1)
1 = 2

10x
(k)
2 − 1

10x
(k)
3 + 1

10

x
(k+1)
2 = 2

8x
(k)
1 + 1

8x
(k)
3 − 1

8

x
(k+1)
3 = −18x(k)1 + 1

8x
(k)
2 − 3

8

Starting out with:

x(0) =

 00
0

 =⇒ x
(0)
1 = 0 , x

(0)
2 = 0 , x

(0)
3 = 0

and so
x
(1)
1 = 2

10x
(0)
2 − 1

10x
(0)
3 + 1

10

x
(1)
2 = 2

8x
(0)
1 + 1

8x
(0)
3 − 1

8

x
(1)
3 = −18x(0)1 + 1

8x
(0)
2 − 3

8

or

x
(1)
1 = 2

10 (0) − 1
10 (0) + 1

10 = 1
10

x
(1)
2 = 2

8 (0) + 1
8 (0) − 1

8 = −18
x
(1)
3 = −18 (0) + 1

8 (0) − 3
8 = −38

8 - 3 - 1
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solution:

or, in terms of four-digit numbers

x(1) =

 0.1000

−0.1250
−0.3750


Continuing:

x
(2)
1 = 2

10 (−0.1250) − 1
10 (−0.3750) + 1

10 = 0.1125

x
(2)
2 = 2

8 (0.1000) + 1
8 (−0.3750) − 1

8 = −0.1469
x
(2)
3 = −18 (0.1000) + 1

8 (−0.1250) − 3
8 = −0.4031

and

x
(3)
1 = 2

10 (−0.1469) − 1
10 (−0.4031) + 1

10 = 0.1109

x
(3)
2 = 2

8 (0.1125) + 1
8 (−0.4031) − 1

8 = −0.1473
x
(3)
3 = −18 (0.1125) + 1

8 (−0.1469) − 3
8 = −0.4074

Repeated application yields:

k x
(k)
1 x

(k)
2 x

(k)
3

0 0 0 0
1 0.1000 −0.1250 −0.3750
2 0.1125 −0.1469 −0.4031
3 0.1109 −0.1473 −0.4074
4 0.1113 −0.1482 −0.4073
5 0.1111 −0.1481 −0.4074
6 0.1111 −0.1482 −0.4074
7 0.1111 −0.1482 −0.4074

So the method converges (to four significant digits) in six iterations.

8 - 3 - 2
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4. Resolve problem 3, again to four-digit accuracy, using the Gauss-Seidel algorithm.

solution:

Start by moving all the above-diagonal terms to the right-hand side, then divide
by the diagonal coefficients, to yield:

x1 = 2
10x2 − 1

10x3 + 1
10

−28x1 + x2 = + 1
8x3 − 1

8
1
8x1 − 1

8x2 + x3 = − 3
8

So the Gauss-Seidel algorithm for this problem becomes:

x
(k+1)
1 = 2

10x
(k)
2 − 1

10x
(k)
3 + 1

10

−28x(k+1)1 + x
(k+1)
2 = + 1

8x
(k)
3 − 1

8

1
8x

(k+1)
1 − 1

8x
(k+1)
2 + x

(k+1)
3 = − 3

8

or
x
(k+1)
1 = 2

10x
(k)
2 − 1

10x
(k)
3 + 1

10

x
(k+1)
2 = 2

8x
(k+1)
1 + 1

8x
(k)
3 − 1

8

x
(k+1)
3 = −18x(k+1)1 + 1

8x
(k+1)
2 − 3

8

Starting out with:

x(0) =

 00
0

 =⇒ x
(0)
1 = 0 , x

(0)
2 = 0 , x

(0)
3 = 0

implies
x
(1)
1 = 2

10x
(0)
2 − 1

10x
(0)
3 + 1

10

x
(1)
2 = 2

8x
(1)
1 + 1

8x
(0)
3 − 1

8

x
(1)
3 = −18x(1)1 + 1

8x
(1)
2 − 3

8

or, using four-digit numbers,

x
(1)
1 = − 2

10 (0) + 1
10 (0) + 1

10 = 0.1000

x
(1)
2 = 2

8 (0.1000) + 1
8 (0) − 1

8 = −0.1000
x
(1)
3 = −18 (0.1000) + 1

8 (−0.1000) − 3
8 = −0.4000

8 - 4 - 1
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solution:

or, in terms of four-digit numbers

x(1) =

 0.1000
−0.1000
−0.4000


Continuing:

x
(2)
1 = − 2

10 (−0.1000) + 1
10 (−0.4000) + 1

10 = 0.1200

x
(2)
2 = 2

8 (0.1200) + 1
8 (−0.4000) − 1

8 = −0.1450
x
(2)
3 = −18 (0.1200) + 1

8 (−0.1450) − 3
8 = −0.4081

and

x
(3)
1 = − 2

10 (−0.1450) + 1
10 (−0.4081) + 1

10 = 0.1118

x
(3)
2 = 2

8 (0.1118) + 1
8 (−0.4081) − 1

8 = −0.1481
x
(3)
3 = −18 (0.1118) + 1

8 (−0.1481) − 3
8 = −0.4075

Repeated application yields:

k x
(k)
1 x

(k)
2 x

(k)
3

0 0 0 0
1 0.1000 −0.1000 −0.4000
2 0.1200 −0.1450 −0.4081
3 0.1118 −0.1481 −0.4075
4 0.1111 −0.1482 −0.4074
5 0.1111 −0.1482 −0.4074

So the method converges (to four significant digits) in four iterations.

8 - 4 - 2
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5. The order in which equations are written can affect whether or not they can be solved,
in their original form, by iterative methods. For example, consider

4x1 + x2 = 1
x1 + 4x2 = 1

and
x1 + 4x2 = 1
4x1 + x2 = 1

Show that the first of these is solvable by either the Jacobi or Gauss-Seidel method, but
that not only is the second not solvable by either, but the Gauss-Seidel algorithm diverges
faster than Jacobi for that system.

solution:

The Jacobi algorithm for the system in the original form is:

x1 = − 1
4x2 + 1

4

x2 = − 1
4x1 + 1

4

So the Jacobi algorithm for this problem becomes:

x
(k+1)
1 = − 1

4x
(k)
2 + 1

4

x
(k+1)
2 = − 1

4x
(k)
1 + 1

4

or, in matrix-vector form:

x(k+1) =

∙
0 −14
−14 0

¸
| {z }

GJacobi

x(k) +

∙ 1
4
1
4

¸
|{z}
b0
Jacobi

Clearly, kGJacobi k∞ =
1

4
< 1 and therefore convergence is guaranteed. Simi-

larly, the Gauss-Seidel form of the original problem is:

x
(k+1)
1 = − 1

4x
(k)
2 + 1

4

1
4x

(k+1)
1 + x

(k+1)
2 = + 1

4

In matrix-vector form, this is:∙
1 0
1
4 1

¸
x(k+1) =

∙
0 −14
0 0

¸
x(k) +

∙ 1
4
1
4

¸

8 - 5 - 1
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solution:

or equivalently:

x(k+1) =

∙
1 0
1
4 1

¸−1 ∙ 0 −14
0 0

¸
| {z }

GGS

x(k) +

∙
1 0
1
4 1

¸ ∙ 1
4
1
4

¸
| {z }

b0
GS

Direct computation will verify that:

GGS =

∙
1 0
1
4 1

¸−1 ∙ 0 −14
0 0

¸
=

∙
0 −14
0 1

16

¸

and since clearly, kGGS k∞ =
1

4
< 1, therefore convergence is again guaranteed.

For the rewritten system:

x1 + 4x2 = 1
4x1 + x2 = 1

the equivalent Jacobi formulation is:

x
(k+1)
1 = − 4x

(k)
2 + 1

x
(k+1)
2 = − 4x

(k)
1 + 1

or, in matrix-vector form:

x(k+1) =

∙
0 −4
−4 0

¸
| {z }

ĜJacobi

x(k) +

∙
1
1

¸
| {z }
b̂0
Jacobi

Direct computation can show that the eigenvalues of ĜJacobi are λ = ±4. There-
fore, the associated spectral radius is:

ρJacobi = max
i
|λi| = 4 > 1

Hence, the Jacobi method must diverge.

8 - 5 - 2
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solution:

The Gauss-Seidel formulation of the rewritten system is:

x
(k+1)
1 = − 4x

(k)
2 + 1

4x
(k+1)
1 + x

(k+1)
2 = + 1

or, in matrix-vector form:∙
1 0
4 1

¸
x(k+1) =

∙
0 −4
0 0

¸
x(k) +

∙
1
1

¸
or, equivalently

x(k+1) =

∙
1 0
4 1

¸−1 ∙
0 −4
0 0

¸
| {z }

ĜGS

x(k) +

∙
1
1

¸
| {z }
b̂0
GS

Direct computation can show that

ĜGS =

∙
1 0
4 1

¸−1 ∙
0 −4
0 0

¸
=

∙
0 −4
0 16

¸
and that its eigenvalues are λ = 0, 16. Therefore, the associated spectral radius
is:

ρGS = max
i
|λi| = 16 > 1

Hence, the Gauss-Seidel method must diverge. Moreover, since its spectral
radius is larger than the spectral radius of the associated Jacobi method, it will
diverge more rapidly.

8 - 5 - 3
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6. As discussed, diagonal dominance is a sufficient, but not necessary condition for con-
vergence of an iterative method. Show that both the Jacobi and Gauss-Seidel methods
converge for the system:

x1 + 2x2 = 1
x1 + 10x2 = −2

even though the system is clearly not diagonally dominant.

solution:

The Jacobi algorithm for the system in the original form is:

x1 = − 2x2 + 1

x2 = − 1
10x1 − 2

10

So the Jacobi algorithm for this problem becomes:

x
(k+1)
1 = − 2x

(k)
2 + 1

x
(k+1)
2 = − 1

10x
(k)
1 − 2

10

or, in matrix-vector form:

x(k+1) =

∙
0 −2
− 1
10 0

¸
| {z }

GJacobi

x(k) +

∙
1

− 2
10

¸
| {z }
b0
Jacobi

While kGJacobi k∞ = 2 > 1, unfortunately, the norm test is a only sufficient
condition. Therefore, here we must check the eigenvalues of GJacobi. These are
easily shown to be λ

.
= ±0.4472. Therefore:

ρJacobi = max
i
|λi| .= 0.4472 < 1

and so convergence is guaranteed, even though the matrix was not diagonally
dominant. Similarly, the Gauss-Seidel form of the original problem is:

x
(k+1)
1 = − 2x

(k)
2 + 1

1
10x

(k+1)
1 + x

(k+1)
2 = − 2

10

8 - 6 - 1
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solution:

In matrix-vector form, this is:∙
1 0
1
10 1

¸
x(k+1) =

∙
0 −2
0 0

¸
x(k) +

∙
1
2
10

¸
or equivalently:

x(k+1) =

∙
1 0
1
10 1

¸−1 ∙ 0 −2
0 0

¸
| {z }

GGS

x(k) +

∙
1 0
1
10 1

¸ ∙
1
2
10

¸
| {z }

b0
GS

Direct computation will verify that:

GGS =

∙
1 0
1
10 1

¸−1 ∙
0 −2
0 0

¸
=

∙
0 −2
0 2

10

¸
Since clearly the eigenvalues of GGS, are λ = 0, 0.2, therefore

ρGS = max
i
|λi| = 0.2 < 1

and convergence is again guaranteed. Also, since

ρGS < ρJacobi

the Gauss-Seidel method will converge more rapidly here.

8 - 6 - 2


